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摘 要 针对国产化自主计算平台对并行计算与人工智能复合型人才的培养需求，分析当前并行计算课程中缺乏国产计

算平台知识和人工智能场景实验的现状，提出国产平台支撑下的并行计算与人工智能融合式教学改革思路，从“优化课

程内容、构建国产化人工智能计算实验平台、深化课程思政建设”三个方面系统实施，最后总结了实践教学改革的成效

并展望了未来的改进方向。
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1 引 言

并行计算是计算机专业的核心课程，旨在培养学

生利用多处理器高性能计算机解决复杂问题的能力
[1]
。作为提升计算性能的关键技术，并行计算对人工

智能（Artificial Intelligence，AI）产业快速发展

（特别是大模型在各类应用中广泛落地）具有至关重

要的作用。然而，西方国家近年来对我国关键计算硬

件实施出口管制，试图限制我国相关行业发展。在这

种外部压力下，我国将“核心技术自主可控”作为国

家战略的核心内容，加快了国产计算平台的研发步伐。

华为、中兴、曙光等国内科技企业加速技术攻关，逐

步实现计算平台的国产化替代。在这个背景下，现有

并行计算课程体系亟需进行改革，以适应国产平台的

技术特点和 AI 计算的时代需求。因此，如何改革现有

的并行计算教学体系，培养能够在国产平台上开展模

型推理、轻量化微调、分布式训练与部署运维的复合

型人才，已成为亟待解决的问题。

2 课程教学改革亟解决问题

近年来，我国国产高性能计算平台（如基于 ARM

架构的华为“鲲鹏”处理器
[2-3]

等）发展迅速，技术逐

步接近国际先进水平。然而，课程教学内容与国产化

计算平台对 AI 计算的人才需求仍存在差距
[4-5]

，具体

表现在以下三个方面。

2.1 课程内容与产业需求不匹配

传统并行计算课程以 x86 架构为主，对国产平台的体

系结构、工具链与性能优化覆盖不足，对 AI 推理加速、

参数高效微调与分布式通信等内容关注不够，难以培

养学生掌握国产化计算平台下的 AI 计算能力。

2.2 实验教学环节薄弱
＊基金资助：本文得到教育部产学合作协同育人项目“基于华

为鲲鹏的高性能与并行计算课程建设”资助。
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学生在国产平台上的实操经验不足，不仅缺少国

产化实验平台，还缺少覆盖“模型推理与服务化部署、

算子与内存优化、通信原语与扩展性评测、运维与可

观测性”的完整实践，导致学生的工程能力培养不足。

主要问题
课程内容与产
业需求不匹配

问
题
一

实验教学
环节薄弱

问
题
二

思政建设不足
问
题
三

融合国产平台知识，优化
课程教学内容

建设国产平台A I计算实验
环境，增强实验教学效果

培养学生家国情怀和科学精
神，深化课程思政建设

解决思路

图 1 并行计算课程教学改革亟解决的问题及思路

2.3 思政建设不足

目前课程中的思政元素融入较为薄弱，学生对我

国计算平台国产化背景及“核心技术自主可控”战略

需求的了解不足，难以形成科技报国的使命感与社会

责任感。

3 课程教学改革思路

并行计算课程的课程改革坚持以学生为中心，围

绕 AI 计算能力培养这一核心目标，面向国产平台开展

体系化升级。总体思路为“融合国产平台知识，优化

课程内容；建设 AI 计算实验平台，增强实践效果；培

养学生家国情怀和科学精神，深化课程思政建设”。

3.1 融合国产平台知识，优化课程教学内容

围绕 ARM 架构与华为鲲鹏平台，在课程中系统性

地融入体系结构、编译与性能分析、向量化与内存层

次优化、异构协同与资源调度等内容，并面向 AI 任务

引入模型推理加速、参数高效微调与运营指标评测等

主题。通过横向融入拓展多架构视野，通过纵向贯穿

构建“原理、方法、优化、应用”的知识链路，掌握

从 x86 架构向 ARM 架构的任务迁移与适配。

3.2 建设国产平台 AI 计算实验环境，增强实

验教学效果

依托华为鲲鹏平台与国产操作系统 openEuler，

构建国产化课程实验环境。采用“分段实施、螺旋上

升”的教学模式，按模块化推进基础实验与综合项目，

聚焦模型推理服务、参数高效微调小实验、MPI 通信

原语模拟、算子融合与内存优化、小规模分布式训练

与可观测性建设等任务，形成“基础能力、工程实训、

场景项目”的实践序列。

3.3 培养学生家国情怀和科学精神，深化课程

思政建设

将思政元素融入课程，通过引入“西方禁购”和

“核心计算芯片突破封锁”等热点事件，激发学生的

爱国主义情怀。同时，通过“以赛促学”的方式，培

养学生追求真理的科学精神，增强其社会责任感和家

国情怀，促进学生正确价值观的树立。图 1 总结了课

程教学改革亟解决的问题及思路。

4 课程教学改革实践

针对并行计算课程中存在的“课程内容与产业需

求不匹配”、“实验教学环节薄弱”和“思政建设不足”

等问题，本课程按照“优化教学内容”、“增强实验实

践效果”、“深化课程思政建设”的改革思路，进行了

具体的改革实践，推动了课程内容、实验平台和思政

教育的全面提升。图 2 总结了课程教学改革实践。

4.1 融合国产平台知识和 AI 任务，优化课程

教学内容

（1） 面向国产平台与 AI 任务的教学内容重构

传统并行计算课程长期聚焦 x86 架构，导致学生

在国产平台上的系统认识、工具链使用与性能优化上

存在断层。为贴合 AI 任务负载与工程链条，课程以“原

理、工具、优化、应用”四层链路进行内容重构，并

以 ARM 架构与华为鲲鹏平台为核心案例形成模块化教

学单元。

一是架构与内存层次模块。围绕 ARMv8 与新一代

向量扩展，讲解缓存层次结构、NUMA 亲和性与一致性

协议，结合微基准实验分析访存带宽、延迟与预取效

果，为后续算子优化和并行粒度选择提供依据。

二是编译与算子优化模块。系统训练编译选项与

自动向量化技巧，结合手写内核演示数据布局变换、

算子融合与内存复用策略，建立从性能瓶颈识别到优
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化验证的闭环方法论。

国产高性能计算平台 校企合作项目

融合国产平台知识和A I任
务，优化课程教学内容

面向国产平台与A I任务
的教学内容重构

持续更新机制与
大模型工程认知

建设国产平台A I计算实
验环境，增强实践效果

基于国产计算平台
的实验平台建设

国产计算平台下的实验
内容设置与教学方法

培养学生家国情怀和科学家
精神，深化课程思政建设

树立正确价值观，增强
科技自立自强的责任感

以赛促学，培养学生追
求真理的科学精神

国产平台支撑下的并行计算与人工智能融合式教学体系

图 2 面向国产高性能计算平台的并行计算教学体系

三是并行与通信模块。以 PThread、OpenMP 与 MPI

为主线，构建线程级并行、进程级并行与通信原语知

识体系，重点分析 AllReduce 与 AllGather 在不同消

息规模与拓扑下的性能特征，讲授通信计算重叠与拓

扑感知优化。

四是 AI 任务适配模块。面向推理与小规模训练，

引入推理图优化、量化与蒸馏、参数高效微调的基本

流程，讲解端到端性能建模与指标设计，训练学生完

成从功能正确到服务化与可观测性的全流程打通。

上述模块横向覆盖多架构与多工具的共性能力，

纵向贯穿从理论到工程的技术路径。课程产出包括平

台迁移清单、调优手册与实验报告模板，支持学生将

x86上的实践平滑迁移到 ARM平台并完成针对AI场景

的性能达标。

（2） 持续更新机制与大模型工程认知

为保持与国产平台技术演进的同步，课程建立“版

本化大纲、前沿快课、技术追踪作业、项目复盘”的

滚动更新机制。每学期围绕“国产平台上的并行与 AI

计算、基于国产平台的编程模型、面向推理与训练的

优化策略”等专题组织研讨，学生完成文献调研、复

现实验与微基准测试，输出对标报告与改进建议。通

过该机制，课程内容与产业进展保持对齐，学生在真

实工程问题情境中加深对大模型工程的系统认知，形

成以问题为牵引、以数据与证据为依据的能力成长路

径。

4.2 建设国产平台 AI 计算实验环境，增强实

践效果

实验教学是并行计算课程的重要组成部分，旨在

提升学生的实践操作能力和创新能力。随着国产化自

主计算平台的迅速发展，传统的实验教学模式已无法

满足现代并行计算课程的需求。因此，结合国产平台

的软硬件生态，本课程建设面向 AI 计算的实验环境，

支持从并行基础到分布式模型服务与训练的完整实践

链条。

（1） 基于国产平台的实验平台建设

依托企业侧公有云，在华为鲲鹏处理器与国产操

作系统 openEuler 上搭建教学集群。平台采用容器化

与镜像仓库管理，预置并行计算与 AI 常用工具链，提

供按需开通与弹性伸缩能力。每名学生获得独立节点

开展编程与调试，团队可按项目申请由多节点组成的

小型集群，用于通信原语评测、分布式模型训练以及

服务部署演练。

平台提供以下能力: 一是标准化环境。提供

PThread、OpenMP、MPI 及性能分析工具，预置面向 ARM

架构的数学库与算子优化工具。二是工程化支撑。提

供容器编排与镜像版本控制，以保证实验可复现与可

回滚。三是观测与评测。提供系统与应用两层指标采

集，覆盖吞吐、延迟、资源利用率与通信带宽，支持

压测与故障注入。

（2） 国产计算平台下的实验内容设置与教学

方法
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实验遵循由浅入深的序列，分为基础实验与综合

应用实验两类。

基础实验。面向并行计算的核心能力，包括: 1）

并行环境构建与命令行工具使用；2）共享内存并行编

程 PThread 与 OpenMP；3）消息传递并行编程 MPI，结

合微基准完成点对点与集合通信评测；4）小型算子优

化，包括数据布局、向量化与缓存友好设计。通过这

些实验，学生掌握国产平台的编程环境与基础优化方

法[7-8]。

综合应用实验。面向 AI 场景设置代表性任务，

包括 1）轻量级中文小模型推理服务；2） 参数高效

微调入门；3）分布式通信与扩展性分析；4）算子融

合与内存优化小实验。5）推理服务运维与可靠性演练。

教学采用问题导向六步法开展实验内容教学工作。

第一步，教师介绍实验背景与目标并搭建基础环境；

第二步，学生完成功能性初版实现；第三步，使用分

析工具定位瓶颈并形成优化假设；第四步，结合平台

特性实施多轮优化与对比实验；第五步，进行压测与

稳定性验证，达成既定性能与可靠性要求；第六步，

输出包含代码、脚本、评测数据与技术复盘的完整实

验报告。

4.3 培养学生家国情怀和科学精神，深化课程

思政建设

课程思政是高校专业课程建设的重点之一，通过

在专业课程教学中有意识地融入思政元素，推动思政

教育的实际落实
[9]
。

（1） 树立正确价值观，增强科技自立自强的责

任感

当前，西方国家对我国高性能计算芯片实施禁运

政策，试图限制我国获取先进计算硬件，进而影响我

国 AI 产业的发展，达到限制我国自主创新能力的目的。

然而，华为等国内科技企业近年来逐步突破硬件封锁，

推动自主计算平台的研发，形成了以华为鲲鹏、

openEuler 系统等为代表的国产化技术生态。从思政

教育的角度来看，美国禁运、自主可控芯片等热点事

件为引导学生进行价值辨析、培养爱国情怀提供了优

质的案例。因此，在并行计算课程的教学中，本课程

通过举办主题研讨会，邀请业界专家深度解析这些热

点事件，并与学生展开讨论。通过这些研讨，学生不

仅能够了解科技背后的事实，还能提升辨析科技舆论

的能力，树立正确的科学价值观，并激发他们为国家

科技发展贡献力量的热情。

（2） 以赛促学，培养学生追求真理的科学精神

在课程教学之外，本课程引入了“项目驱动+竞赛

激励”策略，鼓励学生积极参加世界大学生超级计算

机竞赛、全国并行应用挑战赛等高水平赛事。竞赛不

仅能激发学生的创新能力，还能提升他们将课程所学

知识应用到实际问题中的能力。更为重要的是，竞赛

中的模型调优和并行计算应用强化了学生的应变能力

和创新能力，使他们在反复试错和优化过程中真正理

解真理的不断追求和探索。通过这些竞赛，学生能够

通过科学实验验证和分析，亲身体验“实践是检验真

理的唯一标准”。在这一过程中，他们不仅能够提升

解决问题的能力，还能培养严谨的科学思维和持之以

恒的科学精神。

5 课程教学改革成效

面向国产平台与 AI 场景的课程改革实施后，课程

质量、学生能力与社会影响力均取得了实质性成效。

表 1 总结了课程教学改革的效果。

表 1 课程教学改革的效果

成效维度 成果

教学质量

课程连续三年获得 A 级教学评估，学生学习投

入度与满意度持续上升。课程内容系统融入ARM

架构与华为鲲鹏平台，教学体系更加完善，教

学质量显著提升。

能力提升

课程激发了学生的实践创新意识，多名学生在

世界大学生超级计算机竞赛中获得全球二等

奖，在“华为杯”中国研究生网安创新大赛中

荣获揭榜挑战赛一等奖和“网安之星”称号。

课程推广

课程入选教育部-华为“智能基座”首批优秀课

件，并作为首批高性能与并行计算课程资源在

华为社区上线。课程大纲、课件和实验手册已

在华为官网公开，供全国高校和科研机构参考

使用。

社会影响

课程组获得教育部产学合作协同优秀项目案

例、2023 年华为优秀成果奖、2024 年黑龙江省

教学成果二等奖、2024 年哈尔滨工业大学教学

成果一等奖等荣誉。教师获“栋梁之师”“智

能基座先锋教师”“校企合作贡献奖”等称号，

并受邀在华为全联接大会作专题报告。

校企合作

与华为深度合作，将鲲鹏等国产高性能计算架

构引入课堂，推动国产 AI计算平台在高校教育

中的应用。

5.1 教学质量的提升与学生能力的全面发展

课程内容系统融入 ARM 架构与华为鲲鹏平台，并

围绕 AI 推理与小规模训练构建实践链条，学生在系统

理解与工程实现两方面能力显著增强。课程连续三年

获得 A级教学评估，教学满意度与学习投入度稳定提

升。同时，课程的创新性培养模式和技术内容，激发

了学生的实践能力和竞争意识。学生积极参与国内外

竞赛，并取得了不俗的成绩。多名学生参加了世界大
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学生超级计算机竞赛并获得了全球二等奖 2 项，并在

“华为杯”中国研究生网安创新大赛中荣获揭榜挑战

赛一等奖和“网安之星”称号。课程组竞赛指导教师

也因此获得了“华为杯”优秀指导教师、哈尔滨工业

大学计算学部“竞赛指导新锐奖”等荣誉。

5.2 课程资源的推广与社会影响力的提升

课程改革不仅限于课堂教学的改进，还推动了课

程资源的广泛传播。课程被教育部-华为“智能基座”

项目选为首批优秀课件，并在华为社区中成为首批上

线的高性能与并行计算课程资源之一。课程的大纲、

课件和实验手册已在华为官网公开，供其他高校和科

研机构参考，极大地扩展了课程的影响力。

此外，课程组的教学成果还获得了教育部和华为

等多个机构的认可，获得了 2022 年度教育部产学合作

协同优秀项目案例、2023 年华为优秀成果奖、2024

年黑龙江省教学成果二等奖、2024 年哈尔滨工业大学

教学成果一等奖等荣誉。课程组的教师也获得了教育

部-华为“栋梁之师”、智能基座华为云与计算先锋教

师、哈尔滨工业大学计算学部“校企合作贡献奖”等

荣誉。课程负责人及团队受邀在华为全联接大会作专

题报告，并被环球网等媒体报道，进一步提升了课程

的社会影响力和行业认可度。

5.3 校企合作推动教学改革与科研协同创新

课程改革的成效不仅体现在教学质量的提升，还

推动了科学研究的深入发展。得益于校企合作的深度

推进，课程将华为鲲鹏等国产高性能计算架构引入课

堂，推动了国产 AI 计算平台在高校教育中的应用与普

及。同时，任课教师也参与到企业实际关注的科研问

题中，成功获批了多项与华为的校企合作科研项目。

这一合作模式不仅让学生积极参与实际科研实践，还

实现了科研与教学的深度协同。最新的科研成果被及

时引入课堂，构建了高效的“科研、教学、实践”闭

环，确保教学内容的前沿性和实战性。这种模式有效

地促进了“科研反哺教学、教学促进科研”的双向良

性循环，推动了教学和科研的相互促进。

6 结束语

并行计算在 AI 产业的快速发展具有显著的推动

作用。然而，西方国家对高性能计算设备的出口限制，

意图制约我国相关产业的增长速度。因此，减少对国

外技术的依赖、实现核心技术的自主可控，国产化计

算平台替代势在必行。在这一背景下，哈尔滨工业大

学对并行计算课程进行了系统改革，涵盖课程设置、

实验平台建设和思政教育等方面。通过引入国产化计

算平台的知识体系和 AI 计算的实践，优化学生的并行

计算知识结构，课程内容更加契合 AI 产业需求，促进

了学生工程实践能力的提升。同时，课程强调培养学

生正确的科学价值观和职业精神，帮助学生树立正确

的价值观。未来，我们将继续丰富课程内容，优化 AI

计算实验平台，确保人才培养能够更好地服务于产业

发展的需求。
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