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Abstract—With the rapid development of online education systems, the challenge of educators accurately assessing
students' learning outcomes and cognitive levels has become a critical issue. Traditional evaluation methods often rely on
limited answer data, making it difficult to comprehensively reflect students' knowledge mastery. To address this, this
study innovatively proposes a cognitive diagnostic performance prediction method driven by large models. The core of
this approach lies in integrating advanced large model technology with the Neural Cognitive Diagnostic Model
(NeuralCDM), building an intelligent diagnostic prediction system to enhance evaluation accuracy. Specifically, this
method leverages fine-tuned Qwen large model weights in the NeuralCDM's cognitive diagnostic process to predict
students' responses to unanswered questions. By filtering high-confidence pseudo-labels from prediction results to
expand the answer dataset, the NeuralCDM is retrained to achieve improved performance prediction. Experimental
results show that this method improves accuracy, AUC, and F1 values by approximately 1.5%,2%, and 1.3%
respectively, demonstrating superior performance in academic prediction compared to traditional methods. This
advancement helps educators accurately estimate students' competency levels, providing crucial guidance for refining
teaching strategies and instructional priorities.

Keywords—Performance prediction, cognitive diagnosis, large language models, NeuralCDM
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